Mathematics 244

TEST OF HYPOTHESIS FOR A POPULATION PROPORTION

Part I:   (, Power, and Sample Size n
Consider the test of proportion  H0:  p ( 0.6,   Ha:  p < 0.6.

For example, we might want to show that a new drug reduces the probability of one-year mortality for a particular disease from 0.6.  To do so, we might run a clinical trial on a randomly-selected group of patients with the disease and find out how many patients in the trial group who received the new drug are still alive one year later.
i) Explain (in the context of the new drug) (a) what a Type I error would be and (b) what the consequences would be of making a Type I error.

	(a) 

	(b) 


ii) Explain (a) what a Type II error would be in this situation and (b) what the consequences would be of making a Type II error.

	(a) 

	(b) 


Task A:  ( and Critical Value

Say the desired significance level (maximum acceptable probability of making a Type I error) for the test of these hypotheses is ( 0.025.  Based on the significance level, we can determine the rejection region of the test, that is, a rule by which we would decide, based on the results of the clinical trial, whether or not to reject the null hypothesis.  If we are interested in determining whether the drug is effective in reducing mortality, it would make sense that the fewer people who die from the disease, the more evidence that the drug is effective.

Let X denote the number of patients who have died of the disease within the year of the trial.  The rejection region of the test would be:  Reject H0 if X  (  c, where c is the  critical value for this test.  The critical value is found by solving the probability statement  P(X  (  c | p = 0.6) ( (0.025 for c.  This is easily done using tables or, as below, using MINITAB.

For example, for sample size n = 20,  we can use MINITAB to find the required critical value c which gives an ( as close as possible to 0.025, but not exceeding 0.025, as follows.
The inverse cdf function, INVCDF, determines the value x such that P(X  (x) = desired probability for the specified distribution.  For continuous distributions, such as the normal distribution, the value of x which results in the exact probability is given; for discrete distributions, the two values of x which result in the closest probability are given.

MTB > invcdf   0.025 ;
SUBC> bino  20  0.6 .

Note:  “bino” is an abbreviation of “binomial.”

[Do this.]

i) Since we want the probability of Type I error to be no greater than 0.025, which value of c do we choose ?  

	c =  


From the output of the INVCDF command, you also know what the exact  = P(X  (  c | p = p0) is.

ii) What is the exact P(Type I error)  [i.e., P(X  (  c | p = 0.6)] associated with this critical value?

	P(Type I error) =  


Note that while our nominal , that for which we design the test, is 0.025, the exact , that which the critical value c gives for sample size n, is 0.021.  The difference between the nominal and exact ’s is due to the discreteness of the  binomial distribution.

TASK  B:  Simulation #1

Recall that the research hypothesis is that the new drug reduces first-year mortality rate of the disease below 60%; i.e., we wish to test H0:  p ( p0, Ha:  p < p0, where p0 = 0.6 in this situation.

Case I:  What if the first-year mortality rate (the proportion p of patients with the disease who die in the first year) of the new drug were actually 0.6?  (Be careful not to confuse the hypothesized p0 with the true, unknown p.)

i) If p were actually 0.6, would H0 be true?  Would Ha be true?

	H0: 
	Ha: 


ii) Given the answer to (i) above, what type of error might we commit in testing these hypotheses?

	


Now we will simulate the situation of running a clinical trial by picking 20 beads with replacement from a hat containing 60% black beads. Select a random sample of size 20 from the discrete distribution {1, 0}, {.6, .4}.
iii) Pick a bead with replacement 20 times.  Record the outcomes of your picks as 1 if you get a black bead and 0 if you get a white bead.

	What value of X (number of successes observed in n trials) did you get?
	x0 = 


iv) (a) Based on the beads you picked, what decision (reject H0 or do not reject H0) do you make?  (b) Write a concluding statement to interpret your results in the context of the first-year mortality rate of the new drug.  (c) Since p = 0.6 for this hat, is your decision correct?

	(a) 

	(b) 

	(c) 


Report your value of x0 and your decision to the Lab Instructor, who will tally the results.

v) (a) What proportion of the decisions made by everyone in the lab were incorrect?  (b) What does this proportion estimate?

	(a) 
	(b) 


TASK  C:  Simulation #2

Case II:  What if the first-year mortality rate (the proportion p of patients with the disease who die in the first year) of the new drug were actually 0.4?  (We’re still testing  H0:  p ( p0, Ha:  p < p0, where p0 = 0.6.)

i) If p were actually 0.4, would H0 be true?  Would Ha be true?

	H0: 
	Ha: 


ii) Given the answer to (i) above, what type of error might we commit in testing these hypotheses?

	


Note that the rejection region, nominal ( , and exact (  are all the same as before, since we’re performing the same test.

The probability of correctly rejecting the null hypothesis when the alternative hypothesis is true (i.e., when the null hypothesis is false) is called the power of the test.

iii) Use Table of Binomial r.v. or use the CDF command of MINITAB to determine the Type II error ((p1) and the power K(p1) of this test for the case p1 = 0.4.
In general, given any values of n, c, and p, we can use the CDF command to find P(X ( c | p).  To calculate power for  p = 0.4, with n = 20 and c = 7, the procedure is as follows:

MTB > cdf  7 ;
SUBC> bino  20  0.4.

Note:  “bino” is an abbreviation of “binomial.”

K(0.4) = P(Reject H0 | p = 0.4) = P(X ( c | p=0.4)

((0.4) = P(Do not reject H0 | p = 0.4) = P(X > c | p=0.4) = 1 – P(X ( c–1 | p=0.4) = 1 – K(0.4)

	((0.4) = 
	K(0.4) = 


iv) Pick a bead with replacement 20 times.  Record the outcomes of your picks as 1 if you get a black bead and 0 if you get a white bead. ( p=0.4 for this hat). Select a random sample of size 20 from the discrete distribution {1, 0}, {.4, .6}.
	What value of X (number of successes observed in n trials) did you get?
	x0 = 


v) (a) Based on the beads you picked, what decision (reject H0 or do not reject H0) do you make?  (b) Write a concluding statement to interpret your results in the context of the first-year mortality rate of the new drug.  (c) Since p=0.4 for this hat, is your decision correct?

	(a) 

	(b) 

	(c) 


Report your value of x0 and your decision to the Lab Instructor, who will tally the results.

vi) (a) What proportion of the decisions made by everyone in the lab were incorrect?  (b) What does the proportion in (a) estimate?  (c) What proportion of the decisions were correct?  (d) What does the proportion in (c) estimate?

	(a) 
	(b)
	(c) 
	(d)


Task D:  Power

Let’s continue with our example of the first-year mortality rate of a new drug:   H0: p ( 0.6  vs. Ha: p < 0.6.

i) Use the CDF function of  MINITAB to determine the power of the test when p = 0.5, i.e., to calculate K(.5) = P(reject H0 | p=0.5) = P(X ( c | p = 0.5), when n = 20 and c = 7.

	K(.5) =


The power in this case is pretty small. In practical terms, it means that even if the drug reduces the probability of mortality in the first year to 0.5, our procedure will  detect this only 13% of the time. 

If we were to plot the function P(reject H0 | p) =  P(X ( c | p) for all values of p for n=20 and c=7, we would get a graph which looks like this:
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ii) (a) For what values of p is H0 true in this case?  (b) For what values of p is H0 false?

	(a) 
	(b) 


iii) (a) As p gets smaller and farther away from p0, what happens to the probability of rejecting H0?  (b) As p gets larger and farther away from p0, what happens to the probability of rejecting H0?

	(a) 
	(b) 


iv) (a) For what values of p would a decision to reject H0 be correct?  (b) For what values of p would a decision to reject H0 be incorrect?  Indicate these regions on the graph.

	(a) 
	(b) 


v) (a) When p = p0, what is P(reject H0 | p) ?   (b) For p > p0, what is P(reject H0 | p) called?  (c) For p < p0, what is P(reject H0 | p) called?

	(a) 
	(b) 
	(c) 


Ideally, we would like to have a power curve like this:
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where the probability of correctly rejecting H0 is 1 and the probability of incorrectly rejecting H0 is 0.  But this cannot be achieved by a continuous function.

If we were to decrease the size of the rejection region (in this case, choosing a smaller critical value c), so doing would increase the size of the acceptance region and thus increase , the probability of Type II error, and hence decrease the power.  If we were to increase the size of the rejection region, that is, to make c larger, that would increase , which we dont want to do. So if we want to increase power and still maintain the same level , the only solution is to increase sample size.

Task E:  Sample Size

As we saw in the case n = 20, c = 7, K(.5) is quite small.  Lets see what happens when we increase the sample size.

i) Use MINITAB to determine the critical value c for p0 = 0.6, n = 36, and  = 0.025, then calculate the power K(.5) for this test.  Copy your commands and results to the box.  Label c and K(.5).

	


ii) Use MINITAB to determine the critical value c for p0 = 0.6, n = 90, and = 0.025, then calculate the power K(.5) for this test.  Copy your commands and results to the box.  Label c and K(.5).

	


iii) Interpret the power for (ii) in the context of testing the effectiveness of a new drug which is hypothesized to reduce the 60% 1-year mortality for a disease.

	


Now we’ll generalize this process to calculate P(Reject H0| p) = P(X ( c | p) for a range of values of p, and then we’ll plot our own power curves.

Type the values 0.0 to 1.0 by 0.1 into column C1 of your MINITAB worksheet, or use the SET command to do so, as follows:

MTB > set  c1
DATA> 0 : 1 / 0.1
Note: no semicolon required

DATA> end

Note: no period required

Use the CDF command of MINITAB to calculate the rejection probabilities P(X ( c | p) for values of p from 0 to 1 in increments of 0.1, for n=20 and c=7.  (The rejection probability is 1 for p=0, 0 for p=1.)  Type the rejection probabilities into column C2.

Calculate rejection probabilities for n=36 and c=15 and for n=90 and c=44.  The macro has  three  arguments:  the value of n, the value of c, and the column into which the results are to be placed (use column C3 for n=36 and c=15 and column C4 for n=90 and c=44).

Label columns C1–C4 appropriately.

iv) (a) What are the rejection probabilities called when p <  p0?

     (b) What are the rejection probabilities called when p (  p0?

	(a) 
	(b) 


Plot the rejection probabilities for all three sample sizes simultaneously, using a different symbol for each value of n, as follows:

1    Choose Graph > Scatterplot.

2    Choose With Connect Line, then click OK.

3    Under Y variables, enter a column of y-values for each graph.

4    Under X variables, enter a column of x-values for each graph.

 Type c2 for Y and c1 for X for Graph 1, c3 for Y and c1 for X for Graph 2, c4 for Y and c1 for X for Graph 3.

Select Multiple Graphs... 

Select In separate panels of the same graph
Click OK.

Click OK.
Edit the graph in MINITAB to add a title and axis labels.

v) Copy the graph to the box.  Once your lab is printed, sketch (by hand) curves through the plotted points and reference lines (labeled) at P(Reject H0| p) =   and at p = p0.  Add a legend.

	


vi) Describe the differences between the rejection curves for the different sample sizes.  What conclusions can you draw as to the effect of sample size on power?

	


Part II:   Other Hypotheses
So far, we’ve been examining the power for only a left-tailed test, H0: p ( p0  vs. Ha: p < p0.  There are two other types of tests we must consider, a right-tailed test, H0: p (  p0  vs. Ha: p > p0, and a two-tailed test, H0: p = p0  vs. Ha: p ( p0.

  One of these graphs is not like the others,  
  One of these graphs just doesn’t belong...  
i) (a) Which of the following graphs is NOT a power curve?  (b) What is the reason for your choice?

	(a)

	(b)


(c)-(e) For the remaining graphs, indicate which hypothesis corresponds with which power curve.
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BONUS  QUESTION:  What does the odd graph represent?  (Hint:  The odd graph is related to one of the others.)
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