
MATH 136 - Assignment 7

Due: March 23  
PART I (To be done by hand)

12.40(12.40),  12.54(12.54), 12.70(12.67), 12.86(12.80).

PART II (To be done using MINITAB)

12.132(12.120), 

Stat > Regression > Regression
You can use Regression to perform simple and multiple regression using least squares. 

You can also use this command to fit polynomial regression models. However, if you want to fit a polynomial regression model with a single predictor, you may find it simpler to use Fitted Line Plot.

Response: Select the column containing the Y, or response variable. 

Predictors: Select the column(s) containing the X, or predictor variable(s). 

Stat > Basic Statistics > Correlation
Calculates the Pearson product moment correlation coefficient between each pair of variables you list. 

You can use the Pearson product moment correlation coefficient to measure the degree of linear relationship between two variables. H0:  = 0  versus  H1:  ≠ 0   where  is the correlation between a pair of variables.

Variables: Choose the columns containing the variables you want to correlate. 

Display p-values: Check to display p-values for the hypothesis test of the correlation coefficient being zero. This is the default.

12.156(12.144), 
Stat > Regression > Fitted Line Plot
This procedure performs regression with linear and polynomial (second or third order) terms. Polynomial regression is one method for modeling curvature in the relationship between a response variable (Y) and a predictor variable (X) by extending the simple linear regression model to include X2 and X23 as predictors.

Response [Y]: Select the column containing the Y, or response variable. 

Predictor [X]: Select the column containing the X, or predictor variable.

Type of Regression Model
Linear: Choose to fit a linear regression model.

Quadratic: Choose to fit a quadratic model.

Cubic: Choose to fit a cubic model.
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